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ABSTRACT: Computational fluid dynamics (CFD) enjoys a widespread use in the wind engineering commu-
nity. Applications are increasing despite the fact that many parameters influencing the simulation results are not 
yet thoroughly understood, even in the “simple” case of incompressible turbulent flow. When further physical 
processes are studied, like pollutant dispersion or wind driven rain or snow, the situation is even worse. Never-
theless a lot can be learned from the published simulation results, concerning best practice in the area of wind 
engineering. This paper summarizes the results from published simulations and tries to distil recommendations 
for the use of CFD in wind engineering tasks, focussing on the statistically steady simulation of pedestrian wind 
in built urban areas. 

1 INRODUCTION 
The application of CFD in wind engineering, called computational wind engineering 

(CWE), has significantly increased in the last two decades. Despite its widespread use, the 
general appraisal of the approach for quantitative and sometimes even qualitative predictions 
is expressed as lack of confidence, the main objection being the availability of many physical 
and numerical parameters in the approach, which can be freely chosen by the user [1,2,3,4]. 
There are basically two types of parameters that act as sources of error in CFD results. First 
there are modelling errors that arise from the turbulence models used and the physical bound-
ary conditions applied. The other errors stem from the numerical approximations. Here the 
grid design, the truncation error of the discretisation scheme and the error from incomplete it-
erative convergence influence the solution. Several comparative studies have been conducted 
in the last years to assess the influence of different parameters on the solution. While many 
lessons have been learnt from these and other studies, no generally accepted recommendations 
have yet been put together to increase the confidence in CWE. But there are several initiatives 
to establish best practice guidelines in that field. For industrial CFD in general the ER-
COFTAC Best Practice Guidelines exist [5] and provide valuable information on the general 
topics of CFD also relevant for CWE. But special topics for CWE have been deliberately left 
out. There is also a draft of a guideline from the VDI on prognostic microscale windfield 
models for flow around buildings and obstacles [6]. It mostly concentrates on validation with 
few general guidelines for the setup of the numerical model. Activities on best practice in 
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wind engineering problems are also going on at the Thematic Area on Civil Construction and 
HVAC in QNET-CFD [1]. Besides these European activities there is a cooperative project for 
CFD prediction of wind environment in the Architectural Institute of Japan [7]. 

The recommendations presented in the following are mainly based on published results. 
They do not include pollutant dispersion and wind driven rain or snow, but restrict themselves 
to the prediction of mean velocities and turbulence intensities in urban areas, as they are nec-
essary for the assessment of pedestrian comfort. Nevertheless the results can also be used in 
these fields, as the computed velocity and turbulence are a prerequisite for the other physical 
models which are necessary in these simulations. The recommendations are of course subjec-
tive and thus open for discussion. Therefore an extended version of this paper is available at 
the COST C14 homepage (http://www.costc14.bham.ac.uk/). It will be continuously updated 
with new results and approved criticism. 

2 TOPICS RELATED TO THE USE OF CFD 
Computational fluid dynamics (CFD) is in general a numerical technique in which equations 
describing the fluid flow are solved on a computer. In case of wind engineering the flow is 
normally the atmospheric boundary layer (ABL) flow. This is a turbulent boundary layer for 
which in the context of flow in urban areas a variation of the fluid’s properties can normally 
be neglected [1]. Turbulent flows are described by the well known continuity and momentum 
equations, named after Navier and Stokes.  

When performing a numerical simulation one has to take several aspects into account. First 
there is the physical model of the flow, which defines the set of equations to be solved. Then 
the volume in which the flow has to be computed must be defined. This is called the computa-
tional domain. This domain has to be discretised by the computational mesh which defines the 
spatial resolution of the numerical solution. For the discretisation of the equations on this grid 
appropriate numerical approximations have to be used. For the solution of the discretised 
equations stopping criteria have to be set to the iterative scheme, as the set of equations in 
fluid mechanics is non-linear. The resulting solution then has to be analysed and if considered 
necessary, some of the previous steps have to be repeated with adaptation to the solution. 
These steps will be discussed in the following with regards to wind engineering problems. 

2.1 Defining the physical model 
Here the basic equations for the different simulation approaches are shortly reviewed. The 
main topic is the turbulence models for statistically steady simulations which are necessary to 
parametrise the unresolved scales of the flow. 

2.1.1 Basic equations 
The above mentioned Navier-Stokes equations are known to be valid for the description of 
turbulent flows. To directly solve the equations requires very fine grids to capture all the rele-
vant scales in the flow, down to the Kolmogorov scale, and a time-dependent solution over 
sufficiently large times to yield stable time averages of the flow variables. This approach is 
called direct numerical simulation (DNS). As its computational demand is too high for the 
Reynolds numbers typically encountered in wind engineering it is not applicable to complex 
problems in this area. 

The computational demands can be substantially reduced when the time-dependent equa-
tions are solved on a grid that is too coarse to capture the small scales of the flow. This ap-
proach is called large eddy simulation (LES). The small scales are formally removed from the 
flow variables by spatially filtering the Navier-Stokes equations. The influence of the small 
scales then appears at least as subfilter stresses in the momentum equation and as boundary 
terms. If the filter width is not constant then additional subfilter terms arise [8]. All these sub-
filter terms have to be modelled in terms of the computed large scale quantities. Models have 
normally only been used for the subfilter stresses while the other subfilter terms have been 
neglected. Further reference on the state of the art can be found in e.g. Sagaut [9] and Geurts 
[10], the latter providing some guidelines on the proper use of the method (see also Geurts 
and Leonard [11]). 
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The generally used method for the computation of turbulent flows in wind engineering is 
the Reynolds Averaged Navier-Stokes (RANS) approach. Within this approach the equations 
are averaged in time over all the turbulent scales, to directly yield the statistically steady solu-
tion of the flow variables. Like LES the averaging leads to additional terms in the momentum 
equation known as the Reynolds stresses which represent the effects of the turbulent fluctua-
tions on the averaged flow, which have to be modelled. This is the task of the turbulence 
models which, discussed in the next section. 

Another option is the use of standard turbulence models from the RANS approach in time-
dependent simulations. Contrary to LES the averages are here defined as ensemble or as time 
averages over small time intervals, although the later definition leads to more additional terms 
in the momentum equation than in the case of ensemble averaging. This approach is normally 
called unsteady RANS (URANS). As there are very few applications to wind engineering 
problems it will not be discussed in the following. 

2.1.2 Turbulence models 
The most common approach in CWE is RANS. Therefore this section focuses on the turbu-
lence models used in RANS. At the end some comments on turbulence models for LES, 
called subfilter or subgrid scale models, are made. 

The task of a turbulence model is to prescribe the turbulent fluxes or Reynolds stresses as a 
function of the mean flow variables. Two different approaches are used for that in CWE. The 
first approach is based on the eddy viscosity assumption and models the turbulent stresses by 
analogy to the molecular stresses as derivatives of the mean velocity. The second approach 
solves additional differential equations for each unknown Reynolds stress component (differ-
ential stress models, DSM; often called Reynolds stress models, RSM). An intermediate op-
tion, known as algebraic stress models (ASM), is a non-linear extension of the eddy viscosity 
models, defined to take into account the anisotropy of the turbulence, through the addition of 
non-linear functions of the mean strain and vorticity tensors. 

For the first approach with the eddy viscosity assumption, the Reynolds stresses depend 
linearly on the strain rate, as do the molecular stresses. For non-linear algebraic models the 
dependence of the Reynolds stresses on the mean velocity gradients is quadratic or even cubic 
[12], enabling them to represent anisotropic normal stresses as they are omnipresent in wind 
engineering applications. In both eddy viscosity approaches additional equations are usually 
solved for the turbulent kinetic energy k and the dissipation of the turbulent kinetic energy ε, 
or other equivalent quantities, such as ω=k/ε. From these two quantities the turbulent or eddy 
viscosity is calculated. 

The industry standard two equation model is the linear standard k-ε model and it is widely 
used in CWE [13] although it is known to produce good results in wind engineering applica-
tions only “fortuitously” [1]. One of its main problems is the overproduction of turbulent ki-
netic energy in regions of stagnant flow (stagnation point anomaly). Several ad-hoc modifica-
tions of the model have been proposed as remedy (see Murakami [14] for a short review). 
These modifications in general improve the prediction of pressure coefficients in front of 
buildings but lead to worse predictions of the velocities, especially in the wake of obstacles 
[7,12]. More advanced k-ε models like the renormalization group (RNG) k-ε model of Yakhot 
et al. [15], or the realizable k-ε model of Shih et al. [16] are increasingly used. These models 
attenuate the stagnation point anomaly without leading to worse results in the wake. Recent 
developments tend also to indicate that the shear stress transport (SST) version of the the k-ω 
model, as developed by Menter, provides a significant improvement over standard k-ε mod-
els. See for instance, Menter [17] and Menter et al. [18].  However, it should be noted that the 
representation of roughness in such models is not entirely consistent or straightforward. 

All linear eddy viscosity models suffer from the assumption of isotropy of the normal Rey-
nolds stresses. Therefore non-linear models, which are able to deal with anisotropy, should 
perform better in wind engineering. But there are up to now only a few applications of these 
models (e.g. Krüs et al. [19]). A recent comparative study has been performed by Wright and 
Easom [12], who simulated the flow around a cube in the ABL. In comparison to the linear 
RNG k-ε model and a DSM the quadratic model of Craft et al. [20] gives the best results. An-
other comparison of a variety of non-linear k-ε models has been performed by Ehrhard et al. 
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[21] for the flow around a cube in a channel. They found that only the model of Lien et al. 
[22] showed very good results in comparison to experiments. They blame the insufficient 
calibration for wind engineering problems for the worse results obtained with the other mod-
els. Ishihara and Hibi [23] used the non-linear model of Shih et al. [24] for the simulation of 
the flow over a 3D hill and found improved results when compared with the standard k-ε 
model. 

The anisotropy of the Reynolds stresses is naturally contained in the Reynolds stress mod-
els. Due to the additional transport equations this approach needs more computational re-
sources and gives only good iterative convergence when fine enough grids of good quality are 
used. The results for flows around obstacles are often better than with linear eddy viscosity 
models [25,26], but some of the models also have problems in stagnant flow regions, thus 
failing to predict experimentally observed reattachment at the top of building models [12,14]. 

 Most of the simulations cited above have been performed for single obstacles. Simulations 
for more complex industrial scenarios are reported by Ferreira et al. [27], who analysed build-
ing interference effects on pedestrian level comfort and found good agreement between com-
putation and measurement using the RNG k-ε model, and Richards et al. [28], who computed 
pedestrian level wind speeds in Auckland with a standard k-ε model and obtained results 
which are similar to wind tunnel erosion patterns. No parameter test was performed in both 
studies. A moderately complex street canyon has been analysed with five different programs, 
all using the standard k-ε model by Ketzel et al. [29] and the results compared with wind tun-
nel measurements for the mean velocities. They found good agreement for the general flow 
field but differences in the magnitude of the velocities. As a very coarse grid has been used in 
that study, Theodoridis et al. [30] analysed the influence of local grid refinement and found 
similar results on the coarse and refined grid. But their refinement has not been systematic 
and substantial, as will be detailed in section 2.5.2, so the results must be regarded with cau-
tion.  

As an intermediate summary it can be stated that the standard k-ε model should not be used 
in the simulation of wind engineering problems. Preferably non-linear models or Reynolds 
stress models should be used, although these still require improvements. But it must be kept 
in mind that just a few of the cited comparisons analysed the grid dependence (see section 
2.5.2) of the results. Thus the results must be regarded as a mixture of the influence of the tur-
bulence model and the discretisation error. 

A general view on numerical simulation of wind engineering problems is that a time-
dependent approach can yield more accurate results than statistically steady RANS simula-
tions [1,12,13,21]. LES is supposed to be the most general method to lead to better results in 
the prediction of bluff body flows. Despite the need for further research in subgrid scale mod-
elling, which is briefly reviewed in the following, and in appropriate numerical approxima-
tions, large eddy simulations have shown to generally reproduce main turbulence properties 
with a higher accuracy, as compared to standard RANS type models. This is however ob-
tained at a significant higher cost in CPU times, which will remain unrealistic at least for the 
foreseeable future, for engineering applications. 

As has been said in section 2.1.1 LES also needs models for the filtered small scales. Mu-
rakami [14] has shown that dynamic models, which use the information of the smallest re-
solved scales in modelling the unresolved scales, lead to improved results for the flow around 
a square cylinder in comparison to the constant viscosity Smagorinsky model. Another prom-
ising class of models use approximate reconstructions of the unfiltered flow variables (see Sa-
gaut [9] and Geurts [10] and references therein). These models have given very good results 
in simple flows but have not yet been applied to wind engineering problems. Their principal 
advantage over the dynamic models is that they can also take into account the above men-
tioned additional subfilter terms that arise besides the subfilter stresses in wind engineering 
problems, where the filter width is very seldom constant. While the treatment of these addi-
tional terms has stirred the basic research of the method, another approach to LES has spread, 
where no explicit subfilter models are used at all. This approach is called Monotonically Inte-
grated LES (MILES) and uses the built in dissipation of high resolution schemes for the nu-
merical approximations of the advective terms in the Navier-Stokes equations. E.g. Grinstein 
and Fureby [31] have obtained very good results with this method for a backward facing step 
flow for a step-height Reynolds number of 22000. Applications of LES to wind engineering 
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problems are reported e.g. from Nozawa and Tamura [32], who analysed root mean square 
and peak pressures on a low rise building, from Rehm et al. [33], who studied the influence of 
surrounding buildings on pressure fluctuations on a building, and from He and Song [34], 
who evaluated pedestrian winds in an urban area. Unfortunately the last two publications con-
tain no comparison with experiments. The standard test case for external aerodynamics is still 
the flow around a cube in a channel. A recent discussion on LES results for this case is pro-
vided by Rodi [35]. 

2.2 Defining the computational domain 
A CAD model of the built environment to be examined has to be generated. This area is en-
closed by the computational domain which cuts off the surroundings that in turn must be rep-
resented by approximate boundary conditions. Several wind directions have to be analysed. 
Wisse et al. [36] argued that twelve wind directions are enough for the analysis of pedestrian 
comfort. The following recommendations should be applied to all these directions. 

2.2.1 Domain size 
The size of the entire computational domain in vertical, lateral and flow direction depends on 
the area that shall be represented and on the boundary conditions that will be used. For single 
buildings the guidelines of Hall [37] can be applied. The inlet, the lateral and the top bound-
ary should be 5H away from the building, where H is the building height. For buildings with 
an extension in lateral direction much larger than the height, the blockage ratio should be be-
low 3% [38]. The outflow boundary should be positioned at least 15H behind the building to 
allow for flow development, as fully developed flow is normally used as a boundary condi-
tion. For the same reason this outflow length should also be applied for an urban area with 
many buildings, where H is to be replaced by Hmax, the height of the tallest building. To pre-
vent an artificial acceleration of the flow over the tallest building, the top of the computational 
domain should be also at least 5Hmax away from this building. For the blockage ratio the limit 
of 3% is recommended, although there are no results on whether it is better to include more of 
the surrounding buildings in the model and reduce the distance of the lateral boundaries from 
the built area. 

The extent of the built area (e.g. buildings, structures or topography) that is represented in 
the computational domain depends on the influence of the features on the building or region 
of interest. In some wind tunnel simulations for example an area with a radius of 300 m 
around the building or place of interest is modelled [39]. Another experience from wind tun-
nel simulations is that a building with height Hn may have a minimal influence if its distance 
from the region of interest is greater than 6-10Hn. Thus as a minimum requirement a building 
of height Hn should be represented if its distance from the region of interest is less than 6Hn.  

While urban areas usually do not possess any geometrical symmetry, simpler obstacles can 
be symmetric for certain wind directions. In these cases the symmetry can be used as bound-
ary condition and the computational domain can be halved. But it should always be verified in 
advance that the flow is really symmetric by performing a simulation in the full domain, as 
even geometric symmetry can produce asymmetric flows as has been shown by Prevezer et al. 
[40]. 

2.2.2 Geometrical representation of details 
Normally the overall mass-distribution of buildings has the greatest impact on wind flow pat-
terns. Details of the facades and roofs are of secondary importance (particularly in the case of 
sharp-edged cubic structures). The level of detail required for individual buildings is depen-
dent on their distance from the central building of interest. The central building at which wind 
effects are of main interest requires the greatest level of detail, and here features greater than 
about 1m should be represented. Buildings further away may normally be represented as sim-
ple blocks. 

The level of detail may depend on the application. For example, if surface pressures on the 
roof of a particular building are of interest, the need to represent details on the roof are more 
critical than if the pedestrian-level wind speeds are required. Again, the level of detail may be 
limited by the computational mesh required to resolve these details. In some cases, it may be 
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possible to judge whether the omission of various details are likely to make the results more 
or less conservative. 

The need to represent local landscaping (for example, vegetation) depends on the applica-
tion of the results. Pedestrian comfort can be improved by vegetation. However, there appears 
to be no documentation on the effect of modelled vegetation in relation to real vegetation. If 
the pressures on ventilation openings at roof level, say, are of interest, the need to represent 
landscaping is likely to be less critical. 

2.2.3 Boundary conditions 
The boundary conditions represent the influence of the surroundings that have been cut off by 
the computational domain. At the top boundary usually symmetry is prescribed, which en-
forces a parallel flow. The same is applied at the lateral boundaries. Therefore the blockage 
ratio should obey the recommendation given in section 2.2.1 to prevent a too strong artificial 
acceleration of the flow. However, another option is to handle the top and side boundaries as 
outflow boundaries, allowing a normal velocity component at these boundaries, which is zero 
in the case of symmetry boundary conditions. Thus the natural outflow, which is due to the 
increasing displacement of the fluid even in a boundary layer flow without obstacles, is taken 
into account. Of course no re-entry of the flow across these boundaries is allowed. Therefore 
the blockage ratio should be also below 3%, when using an outflow boundary condition at the 
top and side boundaries. 

At the boundary behind the obstacles, where all or most of the fluid leaves the computa-
tional domain, an outflow boundary is used. At the outflow boundary the derivatives of all 
flow variables are forced to vanish, corresponding to a fully developed flow. Therefore this 
boundary should be far away from the built area, as already stated in section 2.2.1. 

 At the inflow an equilibrium boundary layer is usually prescribed, at a distance of at least 
5H, see section 2.2.1. The mean velocity is obtained from the logarithmic profile correspond-
ing to the upwind terrain via the roughness length z0. Available information from nearby me-
teorological stations or the profiles of the wind tunnel simulations are used in determining the 
wind speed at the reference height. For two-equation turbulence models the boundary for the 
turbulent kinetic energy and its dissipation are also obtained from the assumption of an equi-
librium boundary layer. The relevant formulas are described by Richards and Hoxey [41]. The 
same coefficients that are used in the turbulence model should be used in the analytical for-
mulation of the boundary conditions. Before simulating the flow over obstacles it should be 
analysed whether the chosen grid and boundary conditions are consistent and there is no sub-
stantial change in the specified boundary profiles. Whether this requirement is fulfilled de-
pends crucially on the roughness of the bottom wall. In most commercial programs the 
roughness of a wall is implemented for sand roughened surfaces with a corresponding rough-
ness height kS. For a fully rough surface the roughness length z0 and the roughness height kS 
are related via kS=z0exp(κB), where κ is the von Karman constant (κ≈0.4) and B≈8.5 is the 
constant in the logarithmic velocity profile for rough surfaces (see e.g. Durbin and Petterson 
Reif [42]). For those values the relation is kS≈30z0, showing that the roughness height is one 
order larger than the roughness length. This leads to very large computational cells at the 
rough wall since the first calculation node off the wall should be placed at least kS away from 
the wall. This leads to a very bad resolution of the flow close to the wall. For wind comfort 
analysis this is not appropriate and one should rather use a smooth wall in the region of inter-
est with corresponding smaller cells to place the height at which pedestrian wind speeds are 
calculated (between 1.5 and 2m) in the third or fourth cell away from the wall. Positions 
where a solution is looked for should in general not be placed in the immediate neighbour-
hood of a wall, due to the usual wall function modelling of the flow at the wall. This model-
ling is known to be invalid in regions of flow separation. The effect of wall functions on the 
solution away from the wall is however small [1]. The VDI Richtlinie [6] also recommends 
placing at least two nodes between the wall and the position of interest. 

Concerning LES the modelling at walls is also still an open question, even for smooth 
walls (see e.g. Piomelli and Balaras [43]). Another problem is the specification of time-
dependent inflow conditions corresponding to the approaching turbulent boundary layer. 
These are either generated from random functions that give a intended spectrum and take the 
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spatial correlation into account [44], or from a separate calculation of a rough boundary layer 
flow with periodic boundary conditions, as proposed by Nozawa and Tamura [32]. 

2.3 Defining the computational grid 
The computational results depend crucially on the grid that is used to discretise the computa-
tional domain. The grid has to be designed in such a manner that it does not introduce errors 
that are too large. This means that the resolution of the grid should be fine enough to capture 
the important physical phenomena like shear layers and vortices with sufficient resolution. 
Also the quality of the grid should be high. Therefore grid stretching/compression should be 
small in regions of high gradients, to keep the truncation error small. The expansion ratio be-
tween two consecutive cells should be below 1.3 in these regions. For the widely used Finite 
Volume methods another criterion for grid quality is the angle between the normal vector of a 
cell surface and the line connecting the midpoints of the neighbouring cells [45]. Ideally these 
should be parallel. 

With regard to the shape of the computational cells, hexahedra are to be preferred over tet-
rahedra, as the former are known to introduce smaller truncation errors and display better it-
erative convergence [46]. On walls the grid lines should be perpendicular to the wall [5]. 
Prismatic cells should therefore be used together with tetrahedral cells away from the wall, if 
a tetrahedral grid is used. E.g. Fothergill et al. [26] found improved results for a pris-
matic/tetrahedral grid as compared to a purely tetrahedral grid. 

For the necessary resolution it is impossible to make recommendations in advance as this is 
very problem dependent. If simulations employ the logarithmic wall model, the position of 
the first computational node should be of course placed in the logarithmic region, correspond-
ing to a non-dimensional wall distance of at least 30 [5]. The wall distance must also comply 
with the prescribed wall roughness, as detailed in section 2.2.3. For the resolution of the built 
area at least 10 cells per cube root of the building volume should be used and 10 cells per 
building separation. This must be understood as initial minimum grid resolution. The neces-
sary resolution then will have to be analysed by using grid refinement which is discussed 
separately in section 2.5.2. 

2.4 Defining the numerical approximations 
To render the basic equations described in section 2.1 solvable on the computer, they have to 
be discretised and transformed into algebraic equations. The most important numerical ap-
proximation is the one used for the non-linear advective terms in the basic equations (see e.g. 
Cowan et al. [47]). First order methods like the upwind scheme must not be used. They can 
and should be used for the initial iterations, but then higher order approximations must be 
used for the final solution. It should be noted that the ASME Journal of Fluid Engineering has 
a policy of not publishing results from first order approximations [48]. 

For time dependent problems second order methods are also recommended for the ap-
proximation of time derivatives. 

2.5 Defining the solution 
The resulting system of algebraic equations is finally solved on a computer. Although in the 
RANS approach a steady solution is presumed it should be verified by a time-dependent cal-
culation that the solution reaches a steady state.  

One should also be aware that most programs limit some flow variables to reasonable val-
ues. These limits should be checked in advance of the simulation. Some programs continu-
ously print information about limitation of variables (e.g. turbulent kinetic energy, turbulent 
dissipation or temperature).  

2.5.1 Iterative convergence 
Most of the computer programs use iterative methods to solve the algebraic system of equa-
tions. Starting from an initial guess the flow variables are recalculated in every iteration until 
each equation is solved up to an user specified error. The termination criterion is usually 
based on the residuals of the corresponding equations. These residuals should tend towards 



 8 

zero. Scaling of the residuals is usually done with the residuals after the first iteration. The 
scaled residual then shows how much the initial error has dropped. In industrial applications 
typically a termination criterion of 0.001 is used, which is in general too high to have a con-
verged solution. A reduction of the residuals of at least five orders of magnitude is recom-
mended. For validation purposes of turbulence or other physical models much lower criteria 
should be used. If the residual is driven down to machine accuracy (10-12 for double preci-
sion), there is no more iterative error present in the solution. In addition to the residuals, 
monitoring positions should be defined in the region of interest and local flow variables 
should be recorded. If these variables are constant, then the solution in the region of interest 
can be regarded as converged. 

If the solution shows bad convergence or no convergence at all one can decrease the under-
relaxation factors. But one should then check at the end of the calculation whether switching 
back to the default values alters the solution [5]. 

2.5.2 Grid dependence of the solution 
Every numerical solution depends on the grid that is used. As has been said in section 2.3, the 
grid must have a good quality, especially in the region of interest. To quantify the influence of 
the grid resolution on the solution a grid convergence study should be ideally made. For this 
at least three systematically and substantially refined grids should be used. The ratio of cells 
for two consecutive grids should be at least 3.4 [45]. With the results on the three grids the er-
ror in the solution can be estimated with Richardson extrapolation [49,50], if the three grids 
are fine enough to yield results in the asymptotic range. This should be done for local or aver-
age values in the area of interest. If computing capacity does not allow grid sizes in the as-
ymptotic range, then this result also shows that the grid is not yet fine enough. Instead of re-
fining the entire grid, local grid refinement based on some refinement criterion (usually 
derivatives of flow variables) can be used to estimate the grid independent solution.  

3 VALIDATION REQUIREMENTS 
The recommendations given above are based on knowledge about CFD in general and on 
published results that mainly deal with the flow around single obstacles. To establish secured 
guidelines on CWE for the prediction of pedestrian wind in urban areas by steady RANS 
simulations further validation is certainly necessary. In the validation strategy the systematic 
differences between field experiments, laboratory experiments and RANS simulations, as de-
tailed by Schatzmann and Leitl [2], must be kept in mind. While the results from RANS simu-
lations correspond to time averages over a theoretically infinite time interval, the data pro-
vided by field experiments represent averages over 10 min or 30 min time intervals. Longer 
intervals are not feasible, because meteorological conditions already change within 30 min. 
Due to the resulting poor repeatability of field experiments the computational results should 
be validated with data from wind tunnel experiments with steady-state boundary conditions, 
like they are available in the CEDVAL data base for dispersion modelling in idealized obsta-
cle arrays [51]. Detailed measurements of the velocities and the turbulence in the approach 
flow and in the urban area are necessary, not only at pedestrian level. If time-dependent simu-
lations are to be included in the validation, also peak gust wind speeds should be measured. 
These are also useful for assessing the possibility of deriving peak gust wind speeds from 
steady state calculations. The complete data sets should be available for at least twelve wind 
directions, as discussed by Wisse et al. [36]. 

The numerical simulations should then be performed taking the above recommendations 
into account. If different programs are to be compared it must be ensured that the same 
grid(s), boundary conditions and iterative convergence criteria are used [52]. If different tur-
bulence or other physical models are to be compared within one program, iterative conver-
gence down to machine accuracy is recommended to eliminate the iterative convergence er-
ror. On all accounts it must be ensured that the numerical solutions at the measurements 
points are constant or at least fluctuate around a constant value. Also the discretisation error 
must be estimated with a grid refinement study, thus leaving only the error of the turbulence 
model in the solution. A more theoretical and comprehensive discussion of verification and 
validation for CFD can be found in the book by Roache [53]. 
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4 CONCLUSIONS 
As the greatest concern about the accuracy of CFD in wind engineering is attributed to the 
lack of clear guidelines on the physical and numerical parameters that have to be provided by 
the user to the computer programs, this work summarised the results for mean velocities and 
turbulence in the built environment from statistically steady RANS simulations available in 
the literature to deduce recommendations on the proper use of CWE for that purpose. These 
subjective guidelines can be recapitulated as follows: 
− Avoid using the standard k-ε model. Either use more advanced linear eddy viscosity mod-

els like the RNG k-ε or the realizable k-ε model. Ideally use non-linear eddy viscosity 
models or Reynolds stress models to account for the anisotropy of the Reynolds stresses. 

− The blockage of the flow by the built area should be below 3 % and the outflow boundary 
far enough away from the built area, in a region of developed flow. 

− Verify the assumption of an equilibrium boundary layer corresponding to the prescribed 
approach flow by e.g. performing a simulation in an empty domain with the same grid and 
boundary conditions. 

− Do not use first order schemes for numerical approximations. 
− Judge iterative convergence of the solution by monitoring key values in the region of in-

terest in addition to the residuals. If performing turbulence or other physical model valida-
tion the solution should be converged to machine accuracy. 

− The minimal grid resolution should be 10 cells per cube root of a building volume and 10 
cells per building separation. Hexahedra or at least prisms should be used at walls. Pedes-
trian wind speeds should not be analysed in the first cell on the ground. Use local grid re-
finement in the region of interest to check for grid dependence of the results. Ideally per-
form a systematic grid convegence study which should be always used in validation 
efforts. 

− The documentation of the simulation must include all the parameters mentioned above. 
It is also concluded that further validation is necessary to secure the recommendations with 

the aid of complete data sets from wind tunnel measurements of pedestrian wind in complex 
urban areas. Wind tunnel measurements have to be used for the validation, as they use steady-
state boundary conditions which comply with the underlying definition of the statistically 
steady RANS results. 
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