Patrick J. Roache

Hello all,
    We all received the new IAHR report from Fred Stern on their new Solution Verification Procedure (Xing and Stern), termed the FS method. My brief evaluation below is based on a fairly close reading. 
 

Major Points.
 

(1)    It does not appear that the authors correctly applied my GCI method. 
 

    (1A)    It appears that they did not use the correct factor of Safety Fs = 3 for 2 grid studies, or for 3-grid studies in which the observed order of convergence p (they call it p_RE) was > theoretical p. (Their term CF > 1 corresponds to observed p > theoretical p.)
 

    (1B)    It appears that they used observed p > theoretical p, which is imprudent and not recommended (regardless of Fs used). The p used should be limited to the lesser of observed p and theoretical p. Everyone else knows this. Both these points are clearly presented in my book. Note (1A) and (1B) constitute two mistakes: using Fs = 1.25 in the GCI formula, and using observed p in the formula when observed p is < theoretical p 
 

    (1C)    Therefore their evaluation of GCI is tainted. It also does not quite agree with my own evaluation from some of the same data (see # 9 below) and the evaluations of others (see my book, and others).
 

(2)    Even with these mistakes, their evaluation of GCI is not that bad: 86.2% vs. target of roughly 95%, including some early (poorly done) studies. Also, some slack must be cut for their statistical measures of confidence, instead of just counting.
 

(3)    In their detailed comparison with the new ship model results, page 23, the authors evaluate the four uncertainty methods including their new FS method on fine grids (the finest grid "1" using 8.1 million points).
 

    (3A)     The authors dismiss the uncertainty U calculated by three other methods as "unreasonable [sic] small." There is no justification given for this evaluation. All three look reasonable to me, and well behaved in their convergence (U => 0) for the finest 4 grid triplets, even though the most coarse is clearly out of the asymptotic range.
 

    (3B)    Apparently this negative evaluation of the other three methods is not based on a comparison with the true error, which was not estimated, but on comparison with the authors' new FS method. For example, for the second-finest triplet (2,3,4) the other 3 methods (GCI, GCI_c, and CF) give U = 1.07, 1.75, 1.95 whereas the new method FS gives U = 6.64.
 

    (3C)    Taking their new method as their standard of comparison, rather than true error, and claiming that other methods are therefore over- or under-conservative has been a previous pattern of the second author. He and I have corresponded on this before.
 

    (3D)    Alas, the new method fails, is "unfortunately invalid," for the finest grid triplet (1,2,3). The authors claim this is "caused by the contamination of the iterative error on the fine grid." Very possible, but ---
 

            (3D-1)    We do not know how the iterative error was estimated.
 

            (3D-2)    Eca and Hoekstra have shown that common methods of estimating iterative error are grossly underpredictive.
 

            (3D-3)    Most importantly, why was this not a problem for the other 3 methods? They all used the same data (i.e. results from the same computations). At least we must conclude that the new FS method is more sensitive to noise than the others.
 

            (3D-4)    Worse than that, the new method is already misbehaving for the previous 2 grid triplets. The uncertainty estimate U is supposed to get sharper as the grid is refined. For example, between the grid triplets (3,4,5) and (2,3,4) the GCI estimate drops from 4.98 to 1.07, then further to 0.58 for the finest grid triplet (1,2,3). Similarly for the other 2 methods. But U for the FS method increases from 6.20 to 6.64, followed by complete failure for triplet (1,2,3).
 

Relatively minor points follow.
 

(4)     The new method introduces 2 parameters + blending by "reflection" of uncertainty (in older method, of Fs) which is unjustified.

 

(5)    How could Eq. (9) be an "improved" method? It is not asymptotically correct unless theoretical p is correct asymptotically, which as we all know is often true but generally is just wishful thinking. (It is not always so easy to predict p for systems of equations.)

 

(6)    The discussion of "factors of safety" used for new bridges, etc. (pg. 15) is irrelevant.

 

(7)    Statement (pg. 16) that "the real error E1 is random" is unjustified and doubtful, to me. Is it so clear that "it is assumed that there are no correlated biased errors between different studies"? I would think that, if all the studies used consistent discretization methods, there would be a high correlation.

 

(8)    It makes no sense to plot cases vs CF. CF is not as good an indicator of lack of asymptotic behavior as is observed p compared to theoretical p (ratio or otherwise) because CF includes the grid refinement factor r. Two grid triplets giving ~ the same observed p but having different r will produce different CF.
 

(9)    The literature survey missed my evaluation of their reference [11], which itself covered 176 cases. See
Roache, P. J. (2003), “Conservatism of the GCI in Finite Volume Computations on Steady State Fluid Flow and Heat Transfer”, ASME Journal of Fluids Engineering, Vol. 125, No. 4, July 2003, pp 731-732.
My evaluation of their uncertainty calculations using the GCI with Fs = 1.25 showed 92% coverage overall, less for upwind differencing, as expected, and 97.7% for adaptive differencing. There was one case of 176 that I found worrisome; it had observed p = 1.2. 

(10)    The examination by myself of O(500) cases for the GCI method hardly qualifies as "anecdotal" (page 2) just because statistical reliability was not calculated with Chi-squared or Students-T. This criticism is ironic coming from an author who once claimed superiority of a new method based on two cases, one of which failed. See
Roache, P. J. (2003), “Criticisms of the ‘Correction Factor’ Verification Method”, ASME Journal of Fluids Engineering, Vol. 125, No. 4, July 2003, pp 732-733.
Roache, P. J. (2003), “Error Bars for CFD,” AIAA Paper 2003-0408, AIAA 41st Aerospace Sciences Meeting, January 2003, Reno, Nevada.
 

(11)    I applaud their examination on a large number of cases, but must note that some of these are old studies, not dependable, with wildly varying results that are perhaps better discarded.
 

(12)    Several key sentences are indecipherable for me, including the last sentence of the Abstract and the last sentence of first paragraph of "Conclusions" (page 25)
 

