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Three-dimensional reactive full Navier-Stokes simulations of hydrogen/oxygen flow in a nozzle with area ratio of
140 are evaluated using a detailed chemical kinetics reaction model. The flows over each overlapped grid are computed
using a unified zonal method technique. The flow field computed by the present CFD code shows good agreement with
the flow field computed by the TDK code except the position of the weak compression wave focusing on the nozzle axis.
Iy, profiles of the subscale nozzle computed by the CFD code assuming a laminar condition agree well with the experi-
ment and those calculated by the TDK code. The measured heat flux distributions at higher nozzle expansion ratios also
agree well with the laminar CFD results. The inconsistency of the prediction of turbulent boundary layer loss between
TDK and CFD leads to some difference in /y,. The effect of grid resolution on /g, turned out to be small in the present

conditions.
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1. Introduction

Recent heavy-lift Japanese launchers and reusable launch
vehicles now under development mainly use liquid fuel and
liquid oxidizer to power the vehicle to orbit. The selection of
the propellant combination will be a compromise of various
factors, such as economic factors, performance of propel-
lants, purpose of mission, etc. The major propellant combi-
nation used in Japan is liquid hydrogen and liquid oxygen.
Although a rocket engine that uses LNG and LOX as propel-
lants is now under development, LH> and LOX are likely to
be used for most advanced propulsion systems, such as
air-breathing engines and SCRAM jet engines, and such
propellants are already being used for firing tests. The major
reason forusing LH, is that it gives the highest specific
impulse for a non-toxic combination, which makes it best
for high-vehicle-velocity missions.

There are some computational codes for predicting thrust
performance of liquid-fuel engines. Gordon and McBride
presented a computational code that computes a quasi
one-dimensional inviscid flow with a chemical equilibrium
and frozen state." The performance, such as thrust, specific
impulse (/y,), pressure, etc., as a function of nozzle area
ratio can be obtained using this code. The program is now
used by many organizations and companies and is open
for public use. Nakahashi et al. developed the TDK code
(Two-dimensional Kinetic Flow code),” which uses Gordon
and McBride’s code as a starting point. The TDK code
solves the Euler equations for the supersonic expansion flow
by using a space-marching method and the boundary layer
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effect is estimated by solving the boundary layer integral
equations. The TDK code solves chemical non-equilibrium
flow in a very short computation time and obtains the rocket
nozzle performance, such as thrust coefficient and specific
impulse. While this code can sufficiently estimate the effect
of chemical non-equilibrium characteristics on nozzle per-
formance, which largely depend on the chamber pressure,
there are slight differences between the TDK and experi-
ment for the dependency of mixture ratio and wall temper-
ature on nozzle performance. These discussions, which are
based on TDK results, assume non-separating and non-
injected flow in a nozzle. An expander bleed cycle, which
injects part of the unburned hydrogen gas inside the nozzle,
is being used for Japan’s 2nd stage engine with a highly
expanding nozzle. Therefore, TDK cannot accurately
predict the effects of the interactions between the main flow
and the secondary flow on the nozzle performance. It
also cannot predict the cooling effects of injection of the
secondary flow.

NASA, ESA, and other aerospace industries have been
developing performance prediction tools by using the CFD
technique. Wang et al.>~ carried out two-dimensional and
three-dimensional simulations for the Space Shuttle Main
Engine (SSME) to estimate the performance, such as /g,
and heat flux on the nozzle wall. Their results agreed well
with the experimental data. Hagemann et al.®’ studied the
effects of film cooling and turbulence models in the Vulcain
nozzle. Yang” studied these effects using a subscale nozzle.
Haidinger® investigated the effects of turbulence models on
I;, for adiabatic and cooled walls for a clean nozzle and also
for a film cooled nozzle. Takahashi et al.” and Shimizu et
al.'® carried out CFD computations to investigate the effect
of side loads during start-up and shut-down transients.
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Recent studies focus on the effects of film cooling, side
loads, and turbulence models on nozzle performance, but
studies focused on thrust performance itself have not been
carried out except using TDK.

The main objective of the present study is to validate the
CFD code by comparing the results obtained by the TDK
code and experiments. The CFD code has fewer assump-
tions than the TDK code and the computation is performed
using the non-film-cooled, subscale and full-scale, 10-ton
thrust, bell-type rocket nozzle. Furthermore, the computed
I, performance and grid dependency are evaluated along
with comparison of wall pressure and wall heat flux between
the numerical simulations and experiments.

2. Numerical Method

The governing equations are three-dimensional compres-
sible Navier-Stokes equations with conservative equations
for multi-species. The chemical species includes nine spe-
cies such as H,, O,, O, H, OH, HO,, H,0,, H,O, and N,.
Although it is not necessary to consider all the above chemi-
cal species to solve the present reactive nozzle flow, the
present code was developed for extension to future applica-
tions, such as supersonic combustion in a SCRAM jet and
detonation flows.

The stiffness problem arises when solving these super-
sonic reactive flows numerically because the characteristic
reaction time is significantly smaller than the characteristic
fluid flow time. Therefore, a linearly point implicit tech-
nique is used to solve the source term including the chemical
reaction and a LU-ADI factorization algorithm!" is used for
integration in time.

The convective terms are obtained by AUSM-DV!? and
second-order space accuracy is evaluated using MUSCL
with a minmod function.'® The viscous terms are calculated
by central differencing. The Petersen and Hanson model'®
including 9 species and 18 elementary reactions is used to
calculate chemical reaction. This reaction model was pro-
posed for computing detonation and supersonic combustion
flow achieving local pressures higher than 100 atm. The
validation for applying such a reaction model to these kinds
of flow fields is presented elsewhere.'” It can be assumed
that the present reaction model is sufficiently reliable for
application to the present rocket nozzle flow computation.
The present chemical reaction assumes chemical non-
equilibrium. This computational code can compute the flow
field that uses overset grids by using the Fortified Solution
Method (FSA),'® however, it is not used here because a
single grid is used. This method can be applied to reactive
flow with minor modification. The eddy viscosity is eval-
uated using the Baldwin-Lomax turbulence model.!” How-
ever, the effect of the turbulence model and law of the wall
(which is the boundary condition for some turbulence
models) on heat flux is not well discussed. Since the present
computation assumes no-flow separation, the Baldwin-
Lomax model, which does not use the law of the wall foR
the wall boundary condition, is used. For subscale nozzle
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Fig. 1. Computational grids for CFD.

flow, a laminarization phenomena in the boundary layer
has been reported.'®2! Therefore, it is preferable to use
Large Eddy Simulation (LES) to predict the transition and
inverse-transition between turbulent and laminar flow.
The quantitative discussions of the effect of the turbulence
model are left for future studies.

The isothermal, non-slip, and non-catalytic conditions are
applied for the wall boundary conditions. For the condition
inside the combustion chamber, the mixture ratio (O/F) is
set to 4.5, 5.5, and 6.5, the stagnation pressure (pg) is set
to 33.88 atm, and the stagnation temperature (7p) is set to
3152, 3374, and 3485 K.?? The temperature inside the com-
bustion chamber was obtained using the combustion pres-
sure, the enthalpies of LOX and gaseous hydrogen supplied
to the combustion chamber, and the mixture ratio inside the
chamber, assuming that the combustion chamber is in chem-
ical equilibrium.!? The chemical mass fractions obtained
from the chemical equilibrium computation are also used
for the inlet conditions. The combustion efficiency is as-
sumed to be 100% at the inlet for both subscale and fullscale
nozzle simulations. The upstream inflow boundary is shown
to be the left surface in Fig. 1, where the boundary layer
thickness is assumed to be zero and the uniform flow is
given at the boundary. For the inlet boundary conditions,
the total enthalpy and individual chemical species are fixed,
the axial velocity is extrapolated, and the radial velocity is
set to zero.?) The temperature is obtained from the total
enthalpy and velocities, and the pressure and density are
obtained assuming an isentropic state. The throat diameter
(D*) for the subscale nozzle is 28 mm and the detailed geo-
metries of the nozzle are described elsewhere.?? The throat
Reynolds number Rep- obtained from the viscosity, density,
and velocity at the throat is 4.7 x 10° under O/F = 5.5. The
nozzle expansion ratio is 140. The fullscale nozzle has
D* = 136 mm?* for throat diameter and the throat Reynolds
number is Rep- = 2.2 x 10°. For subscale nozzle flow, the
boundary layer is found to be in its transition region.”
The wall temperatures are uniformly distributed as 300 K
and 800 K for the subscale nozzle and 800 K for the fullscale
nozzle, respectively. The heat flux comparisons with the ex-
periment for the subscale nozzle are performed using the
300 K constant wall temperature condition and other com-
parisons such as nozzle performance are carried out using
the 800 K constant wall temperature condition. The compu-
tational grid system is shown in Fig. 1 and the grid points
are 202 x 9 x 77. Although the present flow field is axisym-
metric, the computational grid is distributed in the circum-
ferential direction for future studies, such as side-force anal-
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Table 1. Simulation conditions.
Item Subscale Fullscale
Chamber pressure, atm 33.88 —
Chamber temperature, K 3152, 3374, 3485 —
Mixture ratio (O/F) 4.5,5.5,65 <«
Throat diameter D*, mm 28 136
Throat Reynolds number 5
4.7 x 10° 2.2 x 108
Rep- (O/F =5.5) b ok
Wall temperature 7, K 300, 800 800
Grid points 202 x 9 x 77 277 x 9 x 131
Minimum grid size 0.1 .
near wall, pm
Laminar/Turbulent Laminar
Turbulent Turbulent

ysis due to non-symmetric flow separation and film cooling
analysis, assuming introduction of the film coolant inside
the nozzle flow. For quantitative discussions of heat flux dis-
tributions, the minimum grid size near the wall surface is set
to 0.1 pm although the /;, performance is insensitive to the
grid resolution near the wall. The 277 x 9 x 131 grid points
are distributed for the fullscale nozzle and the same grid
size as the subscale nozzle (0.1 pm) is applied near the
nozzle surface. All the above parameters are summarized
in Table 1.

The non-reactive flow is initially computed using a local
time-stepping procedure until the flow becomes steady state.
The reactive flow is then simulated using a global time-
stepping procedure. The maximum value of CFL number
is 1000.

3. Results and Discussions

First, the comparisons of TDK, experiments, and CFD
for the subscale nozzle are presented. Then, comparisons
of TDK and CFD for the fullscale nozzle are discussed.
Finally, the effects of grid resolution on nozzle performance
are evaluated.

3.1. Results of subscale nozzle

CFD results are presented in Fig. 2 (top). TDK results
in the supersonic section are shown in Fig. 2 (bottom). Al-
though there is a small discrepancy at the weak compression
wave focus, the overall flow structure agrees well between
the two results. The pressure distributions on the nozzle
surface for CFD, TDK, and the experiments are plotted in
Fig. 3. All three results agree well and no difference be-
tween laminar and turbulent flow occurs in the CFD results.
Therefore, we cannot determine whether the boundary layer
along the wall is laminar or turbulent from the experimental
wall static pressure data. Figures 4-7 compare the CFD and
TDK results on the symmetry axis. A turbulent boundary
layer is considered in the CFD computations. The CFD
and TDK results agree well except where the compression
wave focuses on the symmetry axis in Fig. 4. The Mach
number and temperature distributions also agree well be3
tween as shown in Fig. 5. Figures 6 and 7 show the axial
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Fig. 2. Comparison of Mach contours in subscale nozzle between TDK
and CFD (O/F = 5.5, Ty, = 800K).
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Fig. 3. Comparison of surface pressure in subscale nozzle (O/F = 5.5,
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Fig. 4. Comparison of pressure along symmetric axis in subscale nozzle
(O/F =55, Ty = 800K).

mass fraction of each chemical species. The vertical axis
is enlarged in this figure. Although a different chemical
reaction model is used for CFD and TDK, the plots are very
similar. A similar trend is reported in the computed results
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Fig. 6. Comparison of H, and H,O mass fractions along symmetric axis
in subscale nozzle (O/F = 5.5, T,, = 800 K).
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Fig. 8. Comparison of specific impulse in subscale nozzle.

of nozzle flow using methane as fuel’® and the effect of the
chemical reaction model on the nozzle flow seems small.
The comparison of I, between TDK, CFD, and the
experiments®? is shown in Fig. 8. The C* efficiency (nC*)
of 0.979 is multiplied to the final /;, obtained from TDK
and CFD. The kinetic loss (ODE-ODK) due to the chemical
non-equilibrium, boundary layer loss (TDK-TBL), and
divergence loss (ODK-TDK) are calculated by the TDK
code. The TDK results show that the kinetic loss due to
the chemical non-equilibrium becomes large as the mixture
ratio increase. In the present case, the number of dissociated
molecules increases and the kinetic loss due to chemical
non-equilibrium becomes larger as the mixture ratio in-
creases. This is because that the temperature inside the
combustion chamber becomes higher as the mixture ratio
increases. On the other hand, the divergence loss and boun-
dary layer loss are insensitive to change in the mixture ratio.
The divergence loss and boundary layer loss are not influ-
enced by mixture ratio. However, the chemical non-equilib-
rium loss is influenced by the mixture ratio (Fig. 9). At low
mixture ratio regions, the TDK results tend to disagree with
the experiment and same trend can be found in the CFD
results. The results for TDK with half the turbulence effect
(TDK-0.5 TBL) agree well with laminar CFD. However, the
discrepancy between the TDK (TDK-TBL) and the turbu-
lent CFD is approximately 5s. The specific impulse loss
due to the boundary layer obtained by the TBL code is com-
pared to that obtained by the more sophisticated BLIMP
code?” in Ref. 25). The boundary layer loss obtained by
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Fig. 9. Comparison of thrust loss in subscale nozzle.

the BLIMP code at a throat Reynolds number of 4.7 x 10 is
half the loss obtained by the TBL code, showing that the
boundary layer is nearly laminar. These discussions agree
well with the fact that the laminar CFD and TDK-0.5 TBL
almost coincide. Therefore, CFD and TDK computations
should be carried out assuming laminar boundary layer con-
ditions.

The comparison of thrust loss between TDK and CFD is
shown in Fig. 9. For CFD, the thrust loss between the invis-
cid flow condition (slip and adiabatic wall condition) and the
viscous condition (laminar and turbulent condition) is
shown. For the TDK simulations, the chemical non-equilib-
rium loss and the divergence loss are obtained by carrying
out the inviscid flow computation, and the boundary layer
loss is obtained by solving the boundary layer equations.
Therefore, the same procedure between TDK and CFD is
used to obtain the boundary layer loss. The turbulent CFD
computations produce larger boundary layer loss (about
65s) than the TDK result from Fig. 9. On the other hand,
the laminar CFD computations produce about half the boun-
dary layer loss compared to the TDK result.

The comparison of the heat flux on the wall is shown in
Figs. 10 and 11. The experiment’? shows the result ob-
tained by using thin-film heat transfer gauges (denoted as
HY-CAL in the figures after the name of the manufacturer).
The measured heat flux is obtained at a wall temperature
of 300-400K. Although the heat flux obtained by CFD
depends strongly on the minimum grid size near the wall,
its convergence has been evaluated previously and the pres-
ent grid is confirmed to have y* < 1 for the minimum width.
The heat flux obtained by TDK is evaluated in half
(0.5%¥TDK) as the measured heat flux in the subscale experi-
ments agreed well with that of half the heat flux obtained by
TDK. The fact that the /;, in TDK-0.5 TBL and the experi-
ment agree well is consistent with the Reynolds analogy
where heat flux is proportional to friction. The peak heat flux
obtained by the laminar CFD is about 70% that of the TDK
results. Its value becomes almost the same at the nozzle exit.
However, the peak heat flux obtained by the turbulent CFIy,
is three times that of the TDK results and becomes twice the
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TDK results at the nozzle exit. The turbulence model intro-
duced from the inlet of the nozzle wall causes rapid heat flux
distribution in CFD near X/D* = —2.5. However, this has
no effect on the peak heat flux which appears downstream.
The heat flux derived from Bartz’s equation®® is also plotted
in Figs. 10 and 11 and shows good agreement with the
turbulent CFD results.
3.2. Results of fullscale nozzle

Figure 12 shows the comparison of /;, between TDK and
turbulent CFD for the fullscale nozzle. The combustion
efficiency is assumed to be 100%. The loss due to chemical
non-equilibrium of TDK for the fullscale nozzle is 1-5 s and
is about half the value of the subscale nozzle. The increased
nozzle size leads to longer fluid residence time in the nozzle.
This suggested that there is more time for dissociated atoms
to recombine, resulting in increased kinetic efficiency. As
previously shown in the subscale nozzle, I, in CFD
becomes 5s less than TDK. The comparison of thrust loss
between TDK and CFD is shown in Fig. 13. These results
are similar to those in the subscale nozzle (Fig. 9). The
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Table 2. Effects of grid resolution on /.
o Grid 1 2 3 4 5 6 7
——6— TDK, Kinetic loss 200
25 | DK, Divargenca o> Jmax 202 103 403 601 202 202 202
—=— TDK, Boundary layer loss Lmax 77 77 77 77 51 101 201
2 o0l s el e I,.s 4492 4483 4495 4495 4496 4493 4491
o
)
9 15 |- : . .
& though all three results agree well in the supersonic region,
- .——"’_’.—-—_. . . "
X there is large discrepancy near the nozzle throat. While the
P10 ——— o results of CFD and Bartz agree well, those for TDK are 40%
less than the others. As reported previously, the Bartz equa-
5T W tion reasonably predicts the heat flux near the throat area.
. ‘ . | , 1 Therefore, the CFD code can also predict the heat flux near
the throat area. As seen in the subscale results, the turbu-
ai i - L . 1 del applied from the inlet of th le wall agai
OF ence model applied from the inlet of the nozzle wall again
causes rapid heat flux distributions for the CFD results near
Fig. 13. Comparison of thrust loss in full nozzle. X/D* = -25.

boundary layer loss and the kinetic loss of TDK in the full-
scale nozzle become smaller than in the subscale nozzle due
to the increased nozzle size. The CFD computations produce
a larger boundary layer loss of about 4 s than TDK.

Haidinger® estimated the effects of turbulences model
compared with fullscale experimental data. He showed that
the computed Iy, using two equation models, such as the
Menter shear-stress transport (SST) model, agrees well with
the experimental data. He also showed that the Baldwin-
Lomax Model (BLM) overpredicts the boundary layer loss
by 3s for adiabatic walls and by 65 for cold walls. Our
CFD computation was performed using BLM assuming that
the wall temperature is constant (7, = 800K), which is
rather cold. The difference in I, loss between CFD and
TDK and between BLM and SST in Haidinger’s paper is
in approximate accord. This suggests that the turbulent
boundary layer integral method (TBL) may reasonably
predict I, at least.

Heat flux distributions for a wall temperature of 800 K are
shown in Fig. 14. The results obtained using the Bartz’s
equation®® are also plotted in this figure for reference. Al-

3.3. Effects of grid resolution

To evaluate the effects of grid resolution on nozzle per-
formance, the axial grid point (Jmax) and radial grid point
(Lmax) were varied as listed in Table 2. The simulations
were carried out for the subescale nozzle. The other simula-
tion conditions are listed in Table 1. The mixture ratio is set
to 5.5 and the flow is assumed to be turbulent. The wall tem-
perature is set to 800 K, the minimum grid size is set to
0.1 pm, and 9 points (Kmax) are distributed in the circum-
ferential direction. The obtained Iy, is shown in Table 2,
where the combustion efficiency is set to 100%. In Table 2,
grid 1 is the same grid as used in section 3.1, grids 2—4 are
used to investigate the effects of Jmax, and grids 5-7 are
used to investigate the effects of Lmax. As shown in this
table, the effects of Jmax and Lmax are within 1s of [,
compared to the results obtained from grid 1. Therefore,
the effects of grid resolutions on the I, -are small.

4. Conclusions

Numerical investigations on a bell nozzle with 10 tons of
thrust, for which there are experimental data, were per-
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formed for the viscous reactive flow with hydrogen/oxygen

mix
(1

flux

tures. The conclusions are as follows:
The present CFD code accurately predicts I, and heat
distributions compared to the TDK data and experimen-

tal data. In particular, the turbulent peak heat flux can be
predicted by the present CFD code.

(2

3)

)

For the subscale nozzle:

The boundary layer along the wall should be laminar
rather than turbulent because the throat Reynolds num-
ber is within its transition region. This assumption can
be proved because the calculated /5, and heat flux in
the laminar flow agree well with the experimental
results.

For the fullscale nozzle:

The I, trend for the fullscale nozzle is similar to that
for the subscale nozzle. The Iy, in CFD was 5s lower
than the TDK results.

The peak heat flux in TDK is smaller than that
obtained by the Baltz equations. However, CFD
showed good agreement with the peak heat flux
obtained by the Baltz equations.

The grid resolution turned out to be insensitive to I,

performance and within [ s of difference.
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